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Abstract: The development of new methods and approaches to the representation of 

polynomial contour lines in the real plane using computer algebra can be of great theoretical and 

practical importance. It can contribute to the development of polynomial theory, analytic geometry, 

computer algebra and their interactions. In addition, the developed methods can be used in real 

applications such as scientific research, technical projects and solutions in various fields of science and 

technology. 
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Let X = (x1,x2) ∈ R
2
. Consider the гeal polynomial f (X). When c ∈ R is constant, the curve in the plane 

R
2
 

                                 f (X) = c  (1) 

is the level line of the polynomial f (X). 

Let C ∗ = inf f (X) and C* = sup f (X) bу X ∈R
2
. 

Theorem. There is a finite set of critical values c: 

                                C∗ <c1 <c2* < ... <cm* <C*,  (2) 

which correspond to the critical level lines 

                                 f (X ) = cj*, j = 1, ...,m,  (3) 

and for the values of c from each of the m + 1 interval 

                   Io = (C∗,c2*), Ij = (cj*,cj*+1) , j = 1,...,m - 1, Im = (cm*,C*)  (4) 

level lines are topologically equivalent. If C* = c1* оr C* = cm*, then there are no I0 оr Im intervals. 

Therefore to find the location of all level lines of the polynomial f(X) it is necessary to find all critical 

values of cj*, depict m of critical level lines (3) and one level line for any value c of m+1 of the interval 

(4). The way to compute these level lines using power geometry is described in [1] and in part in [2, 

ch. I, § 2]. For a more traditional approach. The local structure of the polynomial level lines was 

considered in [2, ch. I, § 3]. Here some results from [2, ch. I, § 3] are supplemented. 

A point X = X
0
 is called simple, for a polynomial f(X) if at least one of the partial derivatives ∂f/∂x1, 

∂f/dx2 is non-zero in it. 

Definition 1. Point X = X
0
 for a polynomial f(X) is called critical order k if at the point X = X

0
 all 

partial derivatives of f(X) to оrder k are zero, that is, all 

   

   
    

 
 (  )               

and at least one partial derivative of order k + 1 is non-zero. 
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Definition 2. Curve 

g(X) = 0  (5) 

is called critical for a polynomial f(X) if 

1. it lies on some level line (1) and 

2. it has ∂f/∂x1 = 0, оr ∂f/∂x2 = 0. 

Let us call the values of the constant c = f(X) at the critical points X = X
0
 and on the critical lines (5) as 

critical and denote cj* according to (2). 

Next, near the point X = X
0
 we will consider analytic reversible coordinate substitutions 

yi =   
  + υi (x1 -   

 ,x2 —   
 ) ,i = 1,2,  (6) 

where υi are- analytic functions from X — X
0
. 

Consider solutions to the equation (1) near the critical point X
0
 = 0 of order 1. Then 

f (X) = f0 + a  
  + bx1x2 + c  

  + ... (7) 

The A discriminant of the quadratic form written out is ∆ = b
2
 — 4ac. 

Lemma l.[2, ch. I, § 3] If at the first-order critical point X
0
 = 0 the discriminant of ∆ 0, then there 

exists a substitution (6) that brings the equation (1) to the form 

f (X)=f0 + σ  
  +   

  =c, (8) 

where σ=1 (if ∆ < 0) оr σ = − 1 (if ∆ > 0). 

This is a two-dimensional version of Morse’s famous lemma. 

Lemma 2. If at the first-order critical point X
0
 = 0 the discriminant ∆ = 0, then there exists a 

substitution (6) that brings the equation (1) to the form 

f (X)= f0 +   
  + τ  

  = c, (10) 

where the integer n > 2 and the number τ ∈ {—1, 0, +1}. 

Let     (     )  ∈   
 . Consider the real polynomial   ( ). At constant  ∈   the curve on the plane 

   

 ( )    (10) 

is the line of the polynomial level   ( ). 

Our task is to describe all the lines of the level of the polynomial   ( ) on the real plane  ∈   . 

Let  ∗        ( ) and  ∗          ( ) is  ∈   .  

The main result: 

The theorem. There is a finite set of critical values c: 

  ∗    
∗    

∗            
∗    ∗     (11) 

which correspond to the critical lines of the level 

 ( )     
∗          (12) 

а for the values of c from each of the     interval 

     ( ∗   
∗)    (  

∗   
∗   )                     (  

∗   ∗) (13) 
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the level lines are topologically equivalent. If  ∗      
∗     ∗    

∗ , then there are no intervals    or 

   missing. 

Therefore, to identify the location of all the lines of the level of the polynomial   ( ) it is necessary to 

find all the critical values of   
∗, draw m critical lines of the level (2.1.3)  and one level line for an 

arbitrary value of   from the       interval (2.1.4). he method of calculating these level lines is 

described in [1] and partly in [2, ch. I, § 2] using power geometry. For a more traditional approach, see 

[3, ch. I] or [4].  The local structure of the lines of the polynomial level was considered in [2, ch. I, § 

3]. Here some results from [2, ch. I, § 3] are supplemented. 

Critical points and critical curves 

A point        is called simple for a polynomial   ( ), if at least one of the partial derivatives 
  

   
 
  

   
. is nonzero in it. 

Definition 1. A point       ; for a polynomial   ( ) is called critical of order  , if at point        
all partial derivatives from   ( ) to order  , are equal to zero, 

   

   
   
 
(  )               

and at least one partial derivative of order       is nonzero. 

Definition 2. Curve 

 ( )      (14) 

is called critical for a polynomial   ( ), if 

1. it lies on some level line (10) and 

2. it            , or            . 

The values of the constant       ( ) at the critical points        and on the critical lines (14)  are 

called critical and denoted   
∗ according to (11). 

Local analysis of level lines 

In the future, near the point      we will consider analytical reversible substitutions of coordinates 

     
    (     

       
 )  i=1,2, (15) 

where    — are analytic functions of       

Lemma 1 ([2, ch. I, § 3]). If the point    is simple and in it          . then there is a replacement 

(15), which leads equation (10)  to the form 

  ( )            (16) 

It follows from the implicit function theorem. 

The lines of level (16) — are straight lines parallel to the   . 

Consider the solutions of equation (10)  near the critical point 

      of order 1. Then 

 ( )         
           

    

The discriminant ∆ of the written quadratic form is               
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Lemma 2 ([2, гл. I, § 3]). If at the critical point of the first order 

     discriminant ∆ = 0, then there is a replacement (15), that leads equation (10) to the form 

 ( )          
    

       (17) 

where σ = 1 ( если ∆ < 0 ) or σ = −1 ( if ∆ > 0 ). 

This is a two-dimensional version of the well-known Morse lemma [5, гл. I, § 2]. 

Lemma 3. If at the critical point of the first order      the discriminant ∆ = 0, then there is a 

replacement (15) that leads equation (10) to the form  ( )         
     

     (16) where the 

integer n > 2 and the number τ ∈ {−1,0, + 1}. Now let the critical point      have the order k > 1. 

According to [1, раздел 5] the corresponding level line either has no branches entering the critical 

point     , or has several such branches. 

In the first case, the critical level line consists of this point     , and the remaining level lines are 

closed curves around it and correspond to one sign of the difference    (  )  

In the second case, the critical level line consists of a finite number of branches of different 

multiplicities entering the critical point     . They divide the neighborhood of this critical point 

into curved sectors. 

The remaining level lines fill these sectors, remaining at some distance from the critical point     . 

At the same time, in neighboring sectors, they correspond to different signs of the difference   
 (  )  if the branch separating them has an odd multiplicity, and to one sign of this difference if the 

branch separating them has an even multiplicity. 

Definition 3. Let the edge   
( )

 of the Newton polygon G(f) of the polynomial g(X)=f(X) – c, which 

has an external normal   
( )
 (      ) with one or two positive coordinates    and corresponds to the 

shortened polynomial   
( )

 (X). Then the intersection of the root      
        

   (where the 

constants A, B ∈ R) of the shortened polynomial   
( )
( ) for      с with infinity       we call 

the infinite intersection point. The multiplicity of the root is the multiplicity of this point. 

Lemma 4. If all edges   
( )

 from definition 3 do not contain points (    )    and the polynomial 

f(X) infinite intersection points have multiplicity one, then for all values of the constant c from one of 

the m + 1 intervals (13) of the line level (10) topologically equivalent. 

In general, it is convenient to calculate the critical values of   
∗ and their corresponding critical points 

and curves using computer algebra algorithms, primarily using the Groebner bases [6], [7,ch. 2, 3]. 

The ideal defining the critical points and curves consists of the following polynomials: 

  { ( )    
    

   
 
    

   
}  (18) 

As follows from the main theorem, the number of critical values of    
∗ is finite. Then the Groebner 

basis     of the ideal (18) for the pure lexicographic order c       contains a polynomial h(c), 

depending only on the variable c. Among the real roots of this polynomial, we should look for critical 

values of    
∗  for which there are real critical level lines. 

The Groebner basis, given by the      ideal, has dimension either 0, or 1. In the first case, there are no 

critical curves, because the ideal     is zero-dimensional. In the second case, some critical values of 

  
∗ correspond to critical curves. 
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Most computer algebra systems have procedures for constructing Grobner bases for various 

lexicographic orders, as well as some additional procedures for checking the zero-dimensionality of an 

ideal, calculating its dimension, etc. Let's take a closer look at how such calculations can be 

implemented in the Maple system. You can use the Groebner and PolynomialIdeals packages, as well 

as the procedures included in it: Basis - to calculate the Groebner basis, Hilbert Dimension — to 

calculate the dimension of the ideal, IsZero Dimensional — to check the zero—dimensionality of the 

ideal, PrimaryDecomposition - for the primar decomposition of the ideal, Equidimension 

Decomposition — for the decomposition of the ideal into ideals of various dimensions. 

We propose the following order of calculations. 

1. The ideal J is computed and a Grobner basis GBJ with purely lexicographic order x1   x2   c using 

the procedure Basis of Groebner package is computed for it. 

2. The basis GBJ allows to find a1l critical values cj* using the polynomial h(c) as algebraic numbers. 

Such a polynomial is automatically determined for the above lexicographic order, or by the 

procedure UnivariatePolynomial. 

3. Among the critical values of cj* one should select those to which real critical points and critical 

curves correspond. This can be done, for example, by performing a primal decomposition of the 

basis GBJ and then determining the zeros of the resulting ideals in the field R. 

4. Before primary decomposition of an ideal GBJ, its dimensionality can be calculated using the 

procedure HilbertDimension. If it is not zero, first use the procedure 

EquidimensionalDecomposition to calculate a sequence of ideals with dimensions 0 and 1 

respectively, and then perform their decomposition. Ideals of dimension 0 will yield critical points, 

and ideals of dimension 1 will yield critical curves (as well as real critical points). 

5. Now for each primordial ideal find its set of real zeros. If the critical value c* belongs to Q, then all 

calculations are performed exactly. If it is an algebraic number, we can proceed as described in [1], 

i.e. all calculations are performed modulo the ideal defining the critical value and the critical point. 

6. Then the nature of each critical point is determined using the discriminant A of the quadratic form 

of the expansion of the function f(X) near it according to Lemmas 2 and 3. The calculations 

performed allow us to proceed to the construction of sketches of the level lines. 

Литература 

1. Bruno A., Batkhin A. Level lines of a polynomial on the plane // Preprints of the Keldysh Institute 

for Applied Mechanics. Moscow, 2021. № 57. (in Russian). 

2. Bruno A. D. Local method of nonlinear analysis of differential equations. Moscow: Nauka, 1979. 

252 c.(in Russian). 

3. Xoliqova P. BOSHLANG‘ICH SINF O‘QUVCHILARINING ONGLI FAOLIYATINI 

SHAKLLANTIRISHDA MILLIY QADRIYATLARDAN FOYDALANISHNING AHAMIYATI 

VA O‘RNI //Interpretation and researches. – 2023. – Т. 1. – №. 1. 

4. Mahmudova K., Kholikova P. NEW APPROACHES TO TEACHING ENGLISH: GIVE THE 

PUPILS WHAT THEY WANT! //Spectrum Journal of Innovation, Reforms and Development. – 

2023. – Т. 15. – С. 354-359. 

5. Abdisamatova, M., & Norqobilova, R. (2023). INNOVATSION YONDASHUV ASOSIDA 

TARBIYA DARSLARINI TASHKIL ETISH. Interpretation and researches, 1(1). 

6. Davlatovna, N. R. (2023). Functions and Principles of Pedagogical Diagnostics. Web of Synergy: 

International Interdisciplinary Research Journal, 2(1), 413-416. 



       Procedia of Theoretical and Applied Sciences 
Volume 13 | Nov 2023 

ISSN: 2795-5621 Available: http://procedia.online/index.php/applied/index 

 
130 

 

7. Норкобилова, Р. (2023). Boshlang Ruzikulovna, S. D. (2021). Primary Education Teacher And 

Student Teaching Activities And System Of Personal Values. European Scholar Journal, 2(7), 32-

33. ‘ich sinf o ‘quvchilarining ona tilidan iqtidorini diagnostika qilish mexanizmlarini 

takomillashtirish. Общество и инновации, 4(1/S), 36-41. 

8. Норкобилова, Р. (2022). O‘quvchilarning ona tili bo‘yicha iqtidorini aniqlash va rivojlantirishning 

o‘ziga xosligi. Современные тенденции инновационного развития науки и образования в 

глобальном мире, 1(3), 379-384. 

9. Ruzikulovna, S. D. (2021). Primary Education Teacher And Student Teaching Activities And 

System Of Personal Values. European Scholar Journal, 2(7), 32-33. 

10. Ruzikulovna, S. D. (2021). The importance of personal values of elementary school students in 

learning. ACADEMICIA: An International Multidisciplinary Research Journal, 11(10), 1711-1715. 

11. Ruzikulovna, S. D. (2021). PRIMARY EDUCATION TEACHER AND STUDENT TEACHING 

ACTIVITIES AND SYSTEM OF PERSONAL VALUES. European Scholar Journal, 2 (7), 32-33. 

12. SHABBAZOVA, D. (2023). A PERSONAL VALUE APPROACH MODEL FOR 

ELEMENTARY LITERACY INSTRUCTION. World Bulletin of Social Sciences, 22, 1-4. 

13. Шаббазова, Д. Р. (2018). АНАЛИЗ ФАКТОРОВ ПСИХИЧЕСКОГО РАЗВИТИЯ. Научные 

горизонты, (11-1), 350-355. 


